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AI is changing how we work, learn and communicate, delivering breathtaking advances 
seemingly every other day. Take the AI tool GNoME which identified 2.2 million new crystals, 
including 380,000 stable materials, that could improve technologies like computer chips, 
batteries and solar panels.1 This AI‑driven research represents an order-of-magnitude 
expansion in the stable materials known to humanity and is just one example of how AI can 
drive scientific discovery and innovation.

Trends in AI patenting also reinforce the sense that we are moving with speed. While digital 
technology patent applications have grown 170 percent faster than average over the past five 
years, AI growth is over 700 percent.2 Generative AI, which has captured headlines around 
the world, now numbers more than one in five of AI‑related patents, and this number is 
rising quickly.3

As a UN agency, we believe that the immense capacity of AI for transformation should be driven 
towards making our world a better place for all. From precision agriculture capable of optimizing 
crop yields to new ways of predicting disease outbreaks, optimizing water management and 
modeling climate change, AI can and should catalyze the innovations that will help us get the 
2030 sustainable development goals back on track.

Against this complex backdrop, policymakers have to grapple with multifaceted and sometimes 
novel issues presented by AI to the IP ecosystem as they attempt to balance competing interests 
whilst supporting innovation, and ultimately find the best way forward that will serve the 
country’s political, economic and social needs.

We hope that this guide will help policymakers to navigate these uncharted waters and find 
their own way forward that will not only serve their country but also build a global ecosystem 
where AI innovations benefit us all.

Daren Tang
Director General, World Intellectual Property Organization

Foreword
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Introduction

AI technologies are evolving at an exponential pace. Advances in AI models, especially large 
language models and generative AI, are revolutionizing many areas, including the innovation 
space. AI innovations, from smart agriculture solutions and modeling climate change to 
AI for health and education, hold one of the keys to addressing some of the most pressing 
global issues.

The development and training of AI models can represent a significant investment, including 
human capital, computer processing power and electricity. Some estimate that the cost of 
training the next generation of large language models will pass USD 1 billion within a few years.

The ability of these new models to combine data sets and produce insights is driving the 
development of new products and processes that incorporate AI, such as agribots that assist 
pollination in greenhouses where bees are overwhelmed by the scale of the task, hand-held 
smart devices that provide speech to sign language translation, or AI‑driven supply chain and 
logistics processes.

AI is also being used by human innovators as a highly effective tool, for example, to help identify 
potential new drug candidates or assist in engineering design.

AI innovation is at the core of all these examples: AI models, AI‑based products and processes, 
and the use of AI as an innovation tool. Intellectual property (IP) is a key lever that can be 
used by policymakers to shape appropriate innovation ecosystems and to help them foster 
AI innovation. 

However, AI raises many questions and challenges for IP and the IP system, right now and in 
the future, as AI becomes more autonomous and has the potential to change the innovation 
process. The purpose of this IP toolkit is to provide policymakers with a framework to 
understand the state of play of AI innovation right now and to think about the future of AI 
becoming increasingly autonomous. 

The toolkit starts with an AI primer to help policymakers understand some of the basic 
principles of AI technology, where it is right now and what may be expected in the future.

Part 2 considers the many challenges innovators in the AI space face right now as they are 
exploring how to make the best use of IP to protect their ideas and investments. This toolkit 
seeks to assist policymakers by providing them with a framework for differentiating types of 
AI innovations, identifying the related IP questions and suggesting actions policymakers could 
take to shape their ecosystems or to provide guidance to innovators. 

As AI is becoming more autonomous, policymakers will have to consider when AI may be 
considered as an inventor under IP law. Part 3 dives into some of the considerations that 
policymakers may find useful to assess whether AI innovation has entered a new phase. 

Should AI become capable of invention autonomously, Part 4 sets out some of the options 
that policymakers could consider, including the pros and cons of the different choices and the 
potential ripple effects on the IP legal framework. 

Overall, this IP policy toolkit is intended to allow policymakers to engage in the topic of how 
to best shape their AI innovation ecosystem and to structure their future work with a firm 
understanding of the current state of knowledge.
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1 / AI primer

What is AI?

Artificial intelligence (AI) refers to the branch of computer science and engineering that focuses 
on creating systems capable of performing tasks that typically require human intelligence. 
These tasks include understanding natural language, recognizing images, making decisions and 
learning from data. 

Machine learning (ML) is a subset of AI that specializes in developing algorithms and models, 
allowing computers to learn from data and improve their performance on specific tasks without 
explicit programming. AI and ML are often used interchangeably since the most advanced 
AI systems are based on ML algorithms.

Within AI, the term “architecture” generally describes the overall design or general framework 
of an AI system. The AI algorithm is the set of instructions guiding the AI system to learn from 
data to perform a specific task. The term “AI model” refers to a specific implementation of an 
algorithm trained on data.

In an AI system, the architecture provides 
the framework, the algorithm defines task 
execution  and the model is a data set-trained 
implementation of the algorithm.

AI has a rich and complex history, emerging as an academic discipline in the mid-20th century. 
Early efforts focused on symbolic AI, which aimed to create intelligent systems using rule-
based reasoning. An example of this is: “When it rains, remind the user to bring an umbrella.” 
This approach had limited success. Life is simply too complex to list all possible rules. Initial 
advancements were made in problem-solving, logical reasoning and game-playing programs 
before this approach reached its limitations (sometimes referred to as the first “AI winter”).

The 1990s witnessed the rise of statistical methods, such as ML. This quickly became the 
dominant approach, and it remains so to this day. Instead of explicit logic or rule-based 
reasoning, statistical methods compute probabilities of possible outcomes based on the current 
input. The system then either chooses the most probable outcome or it samples the outcomes 
according to their probability, that is, it chooses those outcomes that are more likely to occur.

The importance of data 

Learning from data

One type of ML is supervised ML, meaning that the algorithm learns from a labeled data set that 
connects a specific input to a specific output, also known as training data.

The simplest example of an ML algorithm is a linear regression, where the relationship 
between the input and output is linear. This is similar to plotting a known data set of (x,y) 
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8� coordinates and finding the closest linear relationship that allows the prediction of further data 
points (see Figure 1). 

Figure 1:	 Linear regression

Such a linear regression is often too simple a function to solve ML problems. In essence, many 
problems cannot be represented by a linear relationship. 

So neural networks are used instead. A neural network is a computational model inspired by the 
human brain. A neural network consists of interconnected nodes, called neurons, organized into 
layers. So-called deep neural networks are architectures with many, many layers. 

The network takes input data, processes it through these layers, and generates the output. 
Compared to a linear regression, the relationship between the input and the output is more 
complicated. Every neuron has several adjustable parameters (e.g., weightings) and, by tuning 
them, many different input–output relationships can be created (see Figure 2). The number of 
neurons and the structure of the neural network can be chosen to suit the specific problem an 
algorithm is designed to solve.

Figure 2:	 Input–output relationships

inputs output

Learning from training data involves adjusting the model’s parameters so that when it receives 
an input it was trained on, it generates an output similar to what it learned for that input. It 
is important to understand that ML algorithms go beyond simply memorizing a data set. The 
parameters of the neurons will ultimately allow the network to start predicting a statistically 
likely output for any input. 

The underlying idea is that – provided there are enough labeled data – an ML model will also be 
able to produce meaningful output for an input that it has never seen. This is similar to a human 
child who can correctly identify a poodle as a dog even if the child has only seen a labrador and 
a dachshund. This is what is typically referred to as generalization.

The most important takeaways from this are as follows:

	– In neural networks, the relevant parameters are not explicitly programmed into the system 
but are learned from data. 
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� 9	– The neurons, once assigned a set of parameters, enable the neural network to predict 
outputs from any given input. 

	– Such a model is sometimes also referred to as a trained model. 

Scale is everything

The current rapid advancements of AI are mostly due to scale. Whereas early ML systems had 
few parameters and were trained on perhaps a couple of thousand labeled data point examples, 
today’s systems have trillions of parameters.

By comparison, the human brain has less than 100 billion neurons, so only a fraction of the 
number of parameters being built into current ML models. While the data that human brains 
access are limited to our general knowledge, for example by what we have read, listened to and 
learned, current ML models are also trained on essentially all the data that are known to mankind. 

This has been made possible by rapid advances in computing and storage. Training a neural 
network from scratch is a formidable task and often costs hundreds of millions of dollars.5

However, once such a neural network has been trained it can be refined to perform well on a 
specific task. The refinement comes at a much lower cost.

The importance of the model

A crucial component in designing a good ML model is to choose a suitable underlying function. 
In other words, currently, ML models need to be specifically designed by humans to fit a certain 
task and then trained with good-quality data sets. Neural networks and deep neural networks 
are popular choices. 

What is generative AI?

The launch of ChatGPT in November 2022 has brought generative AI into the spotlight and to 
mainstream attention.

Traditional AI systems are primarily used to analyze data and make predictions. 

Generative AI goes a step further by being able to create new data similar to its training data. 
Underlying network architectures are based on methods such as transformers (GPT, for example, 
stands for generative pre-trained transformer) or GANs (generative adversarial networks). These 
methods make it possible for generative AI to create new content, including audio, code, images, text, 
simulations and videos. However, generative AI is not limited to only content generation. Generative 
AI refers to any ML model capable of dynamically creating output after it has been trained.

Large language models

The most recent advancement in AI is due to models that are particularly well suited to 
correlating language. In a language, the individual words form a sequence, and the meaning is 
not only conveyed by the choice of words but crucially also by the relationships between these 
words. This requires models that are suitable for processing sequences and that can incorporate 
a sufficiently long memory to meaningfully capture these relationships. One currently popular 
class of such functions is called transformers and the resulting models are called language 
models for obvious reasons. Since the current models are very large, they are often referred to 
as large language models (LLMs).

Language models and  LLMs are not confined 
to human language processing.
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10� That said, language models and LLMs are not at all confined to the processing and generation of 
human languages such as English. In ML terms, language can refer to any symbols (such as words) 
that within context (grammar, relationship between the words) can convey meaning. Another 
example suitable for processing with LLMs is chemistry. Chemical compounds can be described as 
atoms (symbols) and chemical bonds (context) to convey a molecular structure (meaning). 

A vast array of knowledge can be represented as a sequence of suitably chosen tokens. 
“Language” in a broad sense can capture many areas of knowledge and some abstract 
relationships that are typically associated with human intelligence. Language models and LLMs 
therefore have a potentially large breadth of applications including molecular modeling in drug 
discovery or medical diagnostics. 

How do language models work?

On the most basic level, LLMs are extremely simple. Given a context, for example, a text snippet, 
the LLM outputs the most likely next word. That is all. 

The true power of this simple concept emerges when it is applied repeatedly to generate 
sentences and paragraphs. Imagine starting a few keywords as initial context, for example, 
“AI, evolution, patents, impact.” Invoking the LLM repeatedly, and incorporating any previous 
output in the current context, may then produce several well-formed paragraphs that describe 
the impact of the current evolution of AI on patent law. 

Emerging trends and what the future may hold

Where we are today

Today’s LLMs are excellent at summarizing text, creating computer programs for well-defined 
tasks, writing poems, holding conversations or finding answers to frequently asked questions. 
For many such tasks, their performance is on par with or perhaps better than that of humans.

That said, LLMs still have serious shortcomings. Most of all, LLMs have no notion of truth. Asked, 
for example, to produce the resumé of a specific person, an LLM is likely to generate a plausible-
looking piece of text. In fact, it is likely to read so convincingly well that the reader is lured into 
thinking it is factual information. But the chances are that many of the entries, such as work 
placements or experience, are pure fiction. The LLM will simply have combined words in the 
most likely statistical order without any real understanding.

LLMs also have a difficult time with basic arithmetic or simple logical deduction. Further, LLMs 
have no notion of social norms or ethical behavior and need substantial post-processing of their 
output to adhere to such norms.

What the future may hold

The seemingly simple idea behind LLMs can have a powerful impact when being driven by scale. 
First, modern LLMs can process a context of several thousand words rather than a few letters. 
Second, these models are trained on essentially all the content that is available on the internet. 

Over the years, the number of parameters has increased rapidly. By way of illustration, from 
2019 to 2023 the number of parameters grew from 1 billion to 1 trillion, a thousand-fold 
increase. Most interestingly, this increase has led to a surge in capabilities of LLMs that is much 
greater than linear. New capabilities have emerged recently that only a few years ago seemed 
unthinkable. ChatGPT is one such example. 

Currently, there are no signs that this surge in capabilities of AI and LLMs will subside anytime 
soon. Quite the contrary. 
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� 11It stands to reason that the even larger models that are currently in development, perhaps 
augmented with special computational units and further substantial engineering efforts, will 
soon eliminate some of the most glaring shortcomings of LLMs.

Overall, LLMs will likely have an impact on human society comparable to some of the major 
achievements of the past few centuries such as the invention of the steam engine, the discovery 
of electricity or the invention of transistors.
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The spectrum of AI invention

AI is sometimes described as a general-purpose technology, meaning that it is used across all 
sectors and industries for a multitude of purposes.6 After all, it is designed to mimic human 
intelligence, which drives a wide spectrum of innovation. In turn, AI raises many different 
IP questions, which can seem overwhelmingly complex.

One way to make sense of AI and the questions it raises for IP is to consider AI’s role in the 
invention process and to see where it exists on a spectrum. The different types of AI inventions will 
raise different issues, giving policymakers a potential set of lenses through which to consider their 
IP ecosystem and allowing them to focus on addressing uncertainties faced by local innovators.

To establish clear and consistent terminology, the following types of AI inventions will be used 
(see Figure 3): 

(a)	 AI model: a new AI model or algorithm.
(b)	 AI‑assisted invention: an invention made by humans using AI as a tool, for example, the 

use of AI to identify a protein-binding site that ultimately leads to the invention of a novel 
pharmaceutical compound.

(c)	 AI‑based invention: an invention that incorporates AI and in which AI forms the basis of 
the invention, for example, a novel electron microscope that incorporates AI‑based image 
sharpening.7 

(d)	 AI‑generated invention: a future scenario of an invention that was autonomously generated 
by AI without material human input. Some have alleged that AI can already autonomously 
generate inventions of its own. 

As with other spectrums, like colors in visible light, the boundaries between one category and 
the next blend at the edges. The same is true here. 

Figure 3: 	Examples of AI inventions

New AI models 
or algorithms

AI-assisted 
inventions

AI-based 
inventions

AI-generated 
inventions

An AI model to predict 
the performance of 
toothbrushes to 
determine whether 
they comply with 
industrial standards.

The use of AI in drug 
discovery to select 
drug candidates.

A translation device 
incorporating 
AI deep learning.

A future scenario of 
an invention made 
autonomously by AI 
(see DABUS box).

AI models and algorithms 

Innovation can occur in AI algorithms and models – with IP playing a pivotal role in fostering 
and safeguarding these innovations.

Innovations in AI algorithms entail refining existing methodologies or devising entirely 
new techniques for more accurate, efficient or versatile AI operations. Developing a novel 
optimization algorithm that accelerates training convergence showcases algorithmic innovation. 

2 / Current AI inventions 
and possible actions to 
support inventors
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� 13Innovations within AI models manifest as enhanced predictive capabilities, improved 
generalization or the ability to handle more diverse data types. Designing a language model 
that surpasses previous benchmarks in understanding and generating human-like text 
showcases model innovation. 

These innovations can all require significant investment in their development, prompting 
questions about protecting this investment by IP, in particular patent rights. The distinction 
between a mathematical method and a patentable invention can often be ambiguous, mirroring 
some of the challenges seen in patenting computer software and the need for a technical effect. 
However, since AI is based on statistical modeling, it is unclear if the principles of patenting 
computer software apply to AI.8

AI‑assisted inventions

Inventors may use AI as a tool in the invention process. In these circumstances, AI 
currently functions like a word processor or drawing tool and the invention is termed an 
AI‑assisted invention.

One way to look at the use of AI as part of the human-driven invention process is to consider the 
role AI plays in the inventive process, such as optimization, scaling, prediction and screening, 
diagnosis and monitoring. Despite the advantages brought by AI, the invention process still 
requires significant human input and experimentation. Once a problem has been identified 
by a human – for example, to find a molecule to bind to a specific protein-binding site – AI may 
be faster and more efficient than humans at making an initial selection of possible solutions, 
subject to receiving human training and orders. However, both the identification of a problem 
and a solution are done by humans. 

Patent law does not generally require an applicant to explain how an invention was made. For 
example, it is not required to disclose the experiments or physical tools used, the experiments 
conducted or the thought process of the inventor. The same applies to the use of AI as a tool in 
the inventive process. Generally, there is no requirement to declare whether AI was used and, 
if so, how it was used. 

Such use of AI as a tool in the inventive process raises IP questions, for instance, regarding 
patentability, in particular the inventive step requirement. 

A related question concerns who made the inventive contribution in cases where AI tools have 
significantly contributed to the conception of an invention. Possible options include the operator 
of the AI model who identified a problem and selected an output, the AI model maker or the 
training data provider. 

Furthermore, as AI tools become more and more sophisticated, one can envisage a future 
scenario where only the identification of a problem is done by a human operator; the 
identification and selection of a solution is completed by an AI tool. Many jurisdictions do not 
award patents for the identification of a problem and would exclude such inventions from being 
patentable. 

An example of an AI‑assisted invention: drug discovery

AI can design new therapeutic candidates using existing data. Rather than being directed to search 
for and identify useful assets or information from existing sources, the AI is directed to profile 
and propose new virtual molecules in silico that do not already exist. One example is Novartis’s AI 
platform called JAEGER, which assists scientists in designing potential new anti-malarial drugs.9 
JAEGER can generate novel virtual molecules, different from any that previously existed but with 
realistic properties comparable to those in the training set. Using other AI‑assisted tools and their 
intuition, its scientists selected, synthesized and evaluated two of the most promising molecules 
from the set. They confirmed their strong anti-malarial activity and low cytotoxicity was on par with 
approved anti-malarial medicines. 
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14� Conceptually, JAEGER neither identified a problem nor considered how to address it without 
prompting from human scientists and modeling from human-made precedents. Nor could 
it appreciate the properties or utility of its outputs, which had to be further analyzed, 
synthesized and evaluated by humans before the results were realized. The virtual molecules 
were generated as an automated response to human prompts and required further human 
development, synthesis and testing. While JAEGER may have generated what did not exist 
before, there was no thought process equivalent to conception. Instead, JAEGER is effectively 
operating as an advanced tool humans use to achieve a human-defined goal in a human-
directed innovation process.

AI‑based inventions

AI‑based inventions represent a fusion of human innovation and AI technology to devise novel 
processes, products or solutions that incorporate AI as a core component. This integration 
allows for the creation of innovative solutions that leverage AI’s capabilities to achieve technical 
advancement, for example, an electron microscope engineered with AI capabilities to enhance 
image clarity or a novel software package for managing customer preferences that includes an 
AI component. In these scenarios, AI forms an intrinsic part of the invention, based on human 
ingenuity and advancement.

Patent law requires the disclosure of an invention to be sufficient to allow the invention to 
become part of the public domain and replicable after patent expiry. When AI forms an integral 
part of a novel product and service, this raises significant questions. Unlike software, AI is not 
“linear,” and it may be impossible to replicate an AI model without a significant level of detail of 
the algorithm, architecture and training data.

AI‑generated inventions

Some have argued that AI goes beyond being a mere tool in the inventive process. In contrast to 
a pencil or a microscope, AI can automate aspects of the inventive process that, if performed by 
a human being, make that person an inventor.10 In other words, some have argued that AI itself 
can autonomously generate inventions.

For instance, Dr. Stephen Thaler’s Device for the Autonomous Bootstrapping of Unified 
Sentience (DABUS) system allegedly created prototypes for a beverage holder and emergency 
light beacon (see DABUS box). While much has been written and argued about it, many 
computer scientists believe that AI has not yet reached this advanced stage. Undeniably, 
AI science is advancing at an exponential rate and policymakers should start thinking about 
potential options available to them to prepare for such a future scenario. Part 4 of this toolkit, 
therefore, dives into exploring potential future options.

Possible actions  for IP offices and policymakers

It is clear that AI innovators currently face many uncertainties. There are a number of actions 
IP offices and policymakers could contemplate taking to foster an environment conducive to 
AI innovation.11

The effectiveness and appropriateness of these actions will hinge on the desired economic 
policy direction and the nature and intricacies of the local ecosystem. Therefore, the approach 
to these actions may involve a nuanced and selective strategy, tailored to align with the 
unique circumstances and challenges faced by AI innovators in a particular country or region. 
This section simply aims to suggest some actions that could contribute to a supportive 
framework for AI innovation. 
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� 15Provide guidance on IP protection available for the different  types of AI inventions

Addressing the challenge of IP protection for all types of AI inventions requires innovators 
to make an informed choice between copyright and patent protection as well as trade secret 
protection. Contractual terms and technical protection measures may also provide protection 
in certain circumstances. 

IP offices could consider providing scenarios showcasing the different protection mechanisms 
and their interplay to empower innovators to make informed decisions that align with the 
distinct attributes of their AI inventions.

Provide guidance for the patentability of AI models

Patent protection requires that an invention demonstrates a technical effect and is generally 
not available for mathematical methods. Innovators need to understand if (and when) patent 
protection is available and how to demonstrate a sufficient technical effect.

AI models are often considered similar to computer programs in this regard. However, the case 
law for patenting computer programs can be complex to navigate and it is unclear whether this 
case law should apply to AI models due to their statistical nature.12

IP offices could consider providing guidance, including the existing case law for patenting 
computer programs and how this may apply to AI models. Such guidance that considers the unique 
attributes of AI models while building upon established precedents would provide direction, instill 
a sense of assurance in AI innovators and establish a robust foundation for AI models.

 Balance data access and data protection and provide relevant guidance to AI model 
makers

All AI needs to be trained by large amounts of data. Therefore, AI model makers require 
access to large amounts of training data, often from external sources. These data can also 
include protected copyright works; copyright owners have a legitimate interest in restricting 
unauthorized access to their works. AI innovation will require balancing these interests. 

Policymakers may want to consider how to balance data access and protection of existing 
IP rights, taking into account their IP ecosystem and the main economic drivers they are seeking 
to put in place. 

Possible actions policymakers could take to foster AI innovation include:

	– providing guidance on the applicability of text and data mining and fair use provisions;
	– making available sample data access agreements; and 
	– providing a sandbox setting, that is, a controlled environment to test and evaluate different 

scenarios. 

 Clarify the inventive step requirement for AI‑assisted inventions 

One of the patentability requirements for AI‑assisted inventions is that the invention is not 
obvious. The evaluation of the inventive step requirement hinges on the expertise of a person 
skilled in the art; establishing the precise extent of knowledge and skill attributed to this 
hypothetical individual is pivotal. This requisite knowledge and skill level must be tailored to the 
specifics of each distinct case. As the integration of AI as a tool in diverse technological domains 
expands, the utilization of such tools in research by a person skilled in the art might diminish 
the inventiveness of such applications. Similarly, this rationale extends to the concept of 
common general knowledge. As AI tools are becoming more sophisticated and AI development 
is continuing to speed up, many tasks that would have been inventive for humans may become 
routine for AI.

IP offices could consider providing guidance on the inventive step requirement for AI‑assisted 
inventions. Such guidance could include case examples and showcase the different human 
players and their (inventive) contributions.
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16� Provide  guidance on the different players in the AI ecosystem and how to identify who 
has made an inventive contribution

AI innovations – irrespective of whether they are AI models, AI‑assisted inventions, AI‑based 
inventions or AI‑generated inventions – are often multi-contributor. The contributors include 
data providers, data scrubbers, AI architects and model makers, owners of training data 
sets, AI operators and more. AI can represent an off-the-shelf solution that is incorporated in 
products similar to a standard screw or it can be highly specific and custom built for a particular 
purpose. 

IP offices and policymakers may want to identify the different players in the AI ecosystem and 
the general contributions they make. Such a mapping could then be used to feed into guiding 
principles identifying which players made an inventive contribution in each case and when 
multiple players may be considered as joint inventors.13 

Consider  creating a best practice for AI‑assisted inventions to record (and disclose) the 
use of an AI tool

Patent law generally does not require inventors to disclose how an invention was made. 

However, the use of AI tools is changing the human contribution and raising questions about 
the inventive step requirement for AI‑assisted inventions. 

Policymakers could consider whether to recommend that innovators document and keep 
internal records about their use of AI tools. This could include the type of AI tools and training 
data used, or a description of how the output of the algorithm and the human input, selection 
and processing contributed to the patented AI‑assisted invention. These records may assist 
innovators during the prosecution of their patent or in case there are later challenges to it. 

Policymakers may also consider whether to require disclosure of the use of AI tools during the 
patent prosecution process for AI‑assisted inventions. On the one hand, such disclosure might 
benefit the patent prosecution record and provide more transparency. Such disclosure could, for 
example, include a detailed narrative explaining the extent to which the AI tool contributed to the 
making of the invention.14 On the other hand, not requiring applicants to explain AI contributions 
to inventions claimed in patent applications avoids some difficulties. An invention made with 
a hammer is not subject to a separate disclosure regime vis-à-vis an invention made with a 
screwdriver. Requiring applicants to disclose AI contributions introduces incongruity with 
other tools. Disclosure requirements could also make it more demanding and burdensome to 
prepare and prosecute patent applications. When joint inventors apply for a patent, there is no 
requirement for the joint inventors named on the application to identify the specific contributions 
each made to the claimed subject matter. There is no reason to change this practice when the 
inventors used AI to make the invention. Finally, examiners may find assessing the significance of 
AI contribution challenging and subjective. They must assess the underlying technology and the 
AI, which may differ entirely from the underlying technology. Doing so may artificially magnify 
the relative importance of AI contributions over the actual invention. 

Provide guidance on how to comply with the sufficiency of disclosure requirement for 
AI‑based inventions

Patent applicants are required to sufficiently disclose their invention in their patent application 
to allow third parties to replicate the invention after patent expiry (the sufficiency of disclosure 
requirement). 

For AI‑based inventions that incorporate AI as part of a novel product or process, patent 
applicants face a real conundrum. They must decide how much of the AI model and training 
data needs to be disclosed in the patent specification (and in what form) to fulfill this sufficiency 
of disclosure requirement and safeguard their patent rights from later invalidation attacks. 

Examples and guidance by national IP offices may provide more certainty and a framework 
for applicants.
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� 17Consider how IP issues interconnect with the wider regulatory frameworks for AI

Moreover, policymakers and courts will also need to address interconnected concerns. 
This could include determining the potential infringement of others’ rights by AI systems and 
devising strategies to mitigate bias in both AI systems and the training data sets used, ensuring 
equitable and ethically sound AI advancements.

AI as an inventor: reflections from a computer scientist

In general terms, patents are available for inventions that are novel, non-obvious and have 
industrial application. 

It appears that many jurisdictions require a human inventor to be named on a patent application 
and that the inventor is intricately linked with the person devising an invention, the person who 
had the “inventive spark.” 

There is much ongoing debate as to whether LLMs are capable of such inventive capabilities and 
hence we may be bidding farewell to the comforting idea of an “inventive spark” as a distinct 
human ability.

Currently, AI systems are excellent at absorbing known ideas and applying them across a range 
of fields. AI systems can use a photo and transform it into a painting in the style of a particular 
human artist. Efforts are underway to design AI systems for drug discovery that are capable of 
searching through all scientific literature to identify chemical compounds that may be promising 
candidates to bind to a particular molecular target.

In doing so, AI systems, unlike humans, are not restrained by limited memory, language barriers 
or idiosyncrasies of individual scientific communities. In other words, the amount of knowledge 
accessible to AI is significantly larger than that of human inventors. 

Additionally, there is likely to be a significant number of inventions that can be made by 
combining the knowledge that has already been accumulated and documented throughout the 
history of science. From this point of view, AI may well be able to assist in generating inventions 
that are in the “convex envelope” of cumulative current human knowledge. By being able to 
analyze and combine different sets of knowledge to extract likely pairings, AI may well be able 
to augment human capabilities by speeding up the process of inventing. 

In all the above examples, human input is arguably still required in:

	– forming a query to the AI system; this is commonly referred to as “prompt engineering,” 
meaning finding the right input to get the desired output; and

	– evaluating an output generated by the AI system, for example by selecting identified 
molecules that may bind to a particular molecular target and deciding on further testing. 

In this way, AI can be considered as another productivity tool, rather than operating and 
inventing autonomously. 

However, even though currently human input is still required, it is reasonable to conjecture that 
this input will become less and less significant as time proceeds, and AI systems will become 
more and more capable. Posing or identifying a problem such as “find a drug that cures cancer 
X” may well be unlikely to represent an “inventive spark” by the operator of the AI system. 
Should the systems reach a level of capability that such a query would lead to the discovery of a 
new drug, it is unclear where the “inventive spark” lies. After all, the capability of LLMs rests on 
two pillars: (1) the data, which is all the knowledge that humankind has accumulated, and (2) the 
system itself, which was conceived and built by human scientists and engineers. 
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While current AI innovations concern AI models, AI‑assisted and AI‑based inventions, the 
DABUS cases (see DABUS box) have served to raise awareness about the legal implications 
should AI become capable of inventing autonomously (AI‑generated inventions).

While AI currently still requires substantial human input, the technology is advancing fast. 
To shape appropriate IP ecosystems, policymakers need to be able to assess when this future 
world may become reality, that is, when AI becomes an autonomous inventor. They must 
consider the options available to them and how best to react when this happens. In broad 
terms, policymakers will need to keep a close eye on the developing technical capabilities of AI 
and assess their jurisdiction for how an “inventor” is defined under patent law. 

To assist policymakers, this section will outline the patent law perspective and IP law concept of 
“inventor.” Part 4 will then take a closer look at the policy options for that future scenario. 

In light of the fast advances in AI technology, 
an understanding of the requirements 
to be classed as an “inventor” will allow 
policymakers to judge when AI is operating 
autonomously enough and when an 
invention is AI‑generated. 

 Why does patent law focus on the human inventor? 

Most patent laws around the world require a patent application to name an inventor. Inventors 
are the only ones who can apply for a patent. However, national patent laws do not generally 
specify who the inventor is or how the inventor should be determined. While some national 
patent laws expressly state that the inventor is the person or persons who contribute to the 
claims of a patentable invention15 or the actual deviser of the invention,16 this simply shifts 
the discussion from who the inventor is to one defining the claimed invention. Many other 
countries provide no explicit details in their patent laws.

The common understanding that an inventor must be a human being has its roots in 
longstanding cultural and legal traditions. To promote human innovation, inventors get 
exclusive rights to their inventions for a limited time. In return, inventors must publicly share 
all the details of their inventions. Patents were seen as rewards to inventors. Historically, 
an inventor is the “true and first inventor” of a new creation.17 Patent laws encouraged the 
disclosure of such inventions to avoid inventors keeping their innovations secret and out of 
the public domain. Patent rights were thus awarded for bringing an invention into existence 
and for disclosing it to the public so that others could benefit from it. In fact, historically, an 
individual was not considered an inventor if they made an invention but did not disclose it.

All around the world, the concept of invention has been intrinsically tied to human ingenuity, 
creativity and problem-solving skills. Humans have been seen as unique in their ability to 

3 / Who (or what) 
is an “inventor” 
under patent law?
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� 19innovate and advance technology, with their “fire of genius,” and this perception has been 
ingrained in global patent laws.18 When these laws were drafted, the focus was solely on human 
capacity for innovation, as there were no other entities – like AI – thought capable of such feats. 

This is why most existing national patent laws have never needed to specify that an inventor 
must be a human; it was simply assumed. 

Who (or what) is an “inventor”? The patent law concept 
of “inventorship”

Beyond the fact that the inventor is conventionally thought of as a human, and given that 
national patent laws vary, it is useful to consider some of the common themes and principles 
from the case law to determine who or what is an inventor, and what contribution is sufficient to 
allow an inventorship claim. 

Such guidance can generally be found in patent disputes. Examples include: 

	– patent entitlement disputes: one party claims they are the inventor while the patent names 
a different individual or omits the name of an individual;19

	– disputes between co-inventors, such as license and compensation claims;
	– patent revocation proceedings, for example in jurisdictions that allow a patent to be revoked 

for inequitable conduct based on the naming of an allegedly incorrect inventor; and
	– employee inventorship compensation claims. 

The nature of the disputes, their legal basis 
and determination will of course vary, and 
decisions may well depend on the individual 
facts of a case. 

Different countries may well take different approaches. While this toolkit seeks to illustrate 
some of these principles, countries should specify the legal position on inventorship for their 
jurisdiction. 

By way of illustration, a nation’s legal position of inventorship can vary:

	– In Canada, the Supreme Court decided that the ultimate question for inventorship is “who 
is responsible for the inventive concept?”20 Thus the basis of inventorship is built upon the 
idea of conception. By contrast, a person whose only contribution is to help the invention to 
completion is not an inventor. For instance, in a case involving an HIV treatment, the court 
ruled that merely verifying the drug’s effectiveness – despite requiring significant skills and 
efforts – does not make one a (co-)inventor of that drug.21 

	– United States of America patent law is similar on this issue – the “touchstone of inventorship” 
is described as “the formation in the mind of the inventor, of a definite and permanent idea 
of the complete and operative invention.”22 For that reason, companies in the United States 
have been barred from inventorship status: people conceive, not companies.23

	– Statutory law in the People’s Republic of China defines an inventor as “any person who 
makes creative contributions to the substantive features of an invention-creation.” 
It explicitly excludes people who are “responsible only for organizational work, or who 
only offer facilities for making use of material and technical means, or who only take part 
in other auxiliary functions.”24 A “substantive feature” here refers to “key points of design 
of invention-creation or key technical features, reflecting technical differences between 
said invention-creation and the known achievements.”25 Therefore, an inventor must have 
contributed to features that distinguish the invention from existing patents and are non-
obvious to a person skilled in the art.
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20� 	– In Japan, for someone to be considered the inventor of a patent they must be creatively 
involved in the completion of the characteristic parts of the invention.26 In other words, 
the person named as the inventor should have contributed to the technical concept behind 
the invention. There are primarily two methods for recognizing inventors, as established 
by judicial precedent to date.27 The first method is a two-step test involving 1) formulating 
an idea for an invention and 2) turning that concept into a practical application.28 
The second method recognizes someone as an inventor if they contribute to creating 
the “key component” of the invention.29 With this method, one must first identify the 
characteristic part of the invention – something that is not found in the prior art and is 
fundamental to problem-solving and specific to the invention. Additionally, the technical 
field of the invention can also be a factor in judicial decisions. In the chemical field, for 
example, it is often not clear, without an experiment, whether a specific invention produces 
the desired effect.30 

As the law stands, more than routine skill is necessary.31 A claimed invention must not be 
obvious, or very plain, to a person skilled in the relevant art or science.32 A person, or even 
a machine, who labors under the guidance or direction of another is not an inventor, despite 
arduous time invested, dedication and diligence in the work. 

Inventorship is consistently tied to creative or intelligent conception of the invention or a 
contribution to its development, whether explicitly or implicitly. While some jurisdictions focus 
on conception, others embrace a broader range of material in patent applications. Regardless, 
the principle remains a creative contribution beyond providing abstract ideas. Offering 
abstract, business or administrative instructions does not meet the inventive conception 
criteria, regardless of their importance to the invention. The origin of the “inventive spark” 
that differentiates an invention from prior art does not need to solely come from the inventor’s 
conscious effort. Inventive activity can be by sheer luck.33

Why does AI challenge the concept of a human inventor?

At stake is the type of patent system that society wishes to cultivate. Is the current patent 
system adequate to address AI’s mounting challenges? At the crux of these challenges to 
the patent system is the very notion of inventorship. Can, and should, an AI “invent” for the 
purposes of patent law? 

Some potential options and their broader economic and social implications as well as the 
possible ripple effects of each choice on the broader IP legal frameworks are set out in Part 4. 

AI and IP: an economic perspective

Note: This is a synopsis of an article examining the relationship between IP and AI innovation from 
an economic perspective. For further details, please refer to the full article.34

AI adoption has surged in recent years, with global corporate AI investment growing from 
USD 12.75 billion in 2015 to USD 93.5 billion in 2021.35 The AI market is projected to expand 
twentyfold from about USD 100 billion in 2021 to nearly USD 2,000 billion in 2030.36 AI’s rapid 
progress is transforming innovation and industry, offering both opportunities and challenges.

However, AI adoption and development face barriers, including skills shortages, computing 
requirements and reliance on quality training data, all of which influence how companies innovate. 
They can build in-house AI capabilities or partner with AI experts. Partnerships have formed 
between traditional industries, like automotive and pharmaceuticals, and leading tech companies.

AI is not only a tool for creating new products and services but is itself a new method of 
invention. Therefore, the impact of AI on innovation and IP is of great interest. The legal 
discourse centers on how the IP system will adapt to AI. However, from an economic 
perspective, the key question is not whether AI or humans create innovations, but how 
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� 21AI‑driven innovations transform the innovation process and affect the incentive balance in the 
innovation ecosystem.37

The impact of AI on the patent system needs to be understood in the context of the economic 
rationale for patent protection. The core idea behind patents is to address the appropriability 
dilemma of inventive activities. Inventions, being public goods, can be used by many 
simultaneously, making it hard for the original inventor to prevent their use. Patents provide 
exclusive rights to inventions, allowing innovators to financially benefit from their innovations, 
which in turn funds further research and development.38

However, additional economic considerations have refined this rationale. Firstly, innovators 
have other methods to overcome the appropriability dilemma, such as lead time, secrecy 
and marketing strategies, which may be more important than patents in some industries.39 
Secondly, innovation is often cumulative and simultaneous, with one innovation building 
on previous ones. An important function of the patent system is to require the disclosure of 
patented inventions, which makes it easier for innovators to learn about existing technological 
knowledge and can avoid duplicative research efforts. Still, dense patent landscapes can 
pose challenges, especially when access to complementary patents is needed, leading to high 
transaction costs and power imbalances among innovators.40 

Does the advent of AI change the innovation incentives posed by the patent system?

The impact of AI on innovation incentives, as governed by the patent system, poses several 
fundamental questions. 

If AI could entirely replace human inventors and AI‑generated inventions were not eligible for 
patents, would innovation suffer? The answer depends on the nature of innovation. If innovation 
is confined to the inventive processes, with no upfront research and development (R&D) or 
post-invention development, it might not require patent incentives. However, innovation relies 
on inventive, non-inventive and capital inputs for R&D and post-invention product development. 
AI could offer efficiencies, but it might not eliminate the need for patents due to ongoing R&D 
costs and the expenses of operating AI systems.

The legal question is whether AI reduces the human contribution to invention to the extent that 
inventions become ineligible for patent protection under existing patent laws. The economic 
question is whether AI makes R&D significantly more resource-efficient, potentially obviating 
the need for patent protection. Even if the answer to the first question is affirmative, it does not 
automatically follow that the same holds true for the second question.

How AI will affect the resource needs for innovation is ultimately an empirical question. Macro 
trends show no signs to date of companies reducing their R&D investments. On the contrary, 
R&D spending continues to be on an upward trajectory.41 Furthermore, to the extent that AI 
increases the productivity and opportunities of R&D activities, it may well prompt greater R&D 
investments if companies can appropriate such investments. Another uncertain factor is the 
regulatory scrutiny that AI research may face in the future, which could significantly raise the 
costs of R&D. Ultimately, the impact of AI on R&D spending may not be uniform across sectors.

Other factors also affect the role of patents. AI may not only change the nature of R&D, but 
it may also change business models, which may affect how companies can appropriate their 
innovation investments. AI could facilitate the reverse-engineering of technology, which in 
turn would increase companies’ reliance on patent protection and enforcement. In the 
absence of patent protection, companies may seek other forms of IP to appropriate their 
innovation investments.

A related consideration concerns the disclosure function of the patent system, which can 
facilitate cumulative innovation. A first question is whether AI‑based and AI‑generated 
inventions can meet the disclosure requirement when they use complex “black-box” algorithms42 
and extensive training data that go beyond what traditional patent disclosures cover.43 A second 
question is whether reducing dependence on the patent system, whether due to AI‑generated 
inventions not qualifying or because inventors opt for secrecy, could hinder the processes of 
learning and cumulative innovation.
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22� All these considerations have important economic implications. While the patent ineligibility 
of AI‑generated inventions would act to reduce innovation incentives, much depends on the 
availability of alternative appropriability mechanisms, evolving business models and the nature 
of cumulative innovation processes. Shedding empirical light on these implications could be a 
valuable input for policymakers considering reforms to patent rules.

Policymakers need to follow these developments closely. They face the challenge of monitoring 
AI developments and considering potential policy reforms without overreacting. However, 
policy uncertainty can also stifle innovation, as companies may hesitate to employ AI in their 
activities due to concerns about potential IP rights invalidation. 

In considering any policy reform, policymakers face the challenge of looking at emerging 
evidence on the impact of AI. As in the case of past technological changes, it takes time for 
stakeholders to adapt, new business models to emerge, courts to interpret law and industry 
practices to consolidate. In addition, premature policy reforms risk unwarranted consequences 
and may not account for the self-regulation of markets. 

Economists can contribute to the AI and IP debate by providing empirical insights into the 
evolving landscape of innovation influenced by AI. This includes understanding how AI is 
altering innovative processes, business models, market competition and supply chain dynamics. 
They could also explore the impact of AI on inventive labor, given the traditional incentive 
mechanisms underpinning IP laws. Additionally, studying the ecosystem for the development 
and access to AI models and how this influences downstream innovation and creativity 
is crucial.
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When AI technology achieves the capability to invent autonomously, how would such inventions 
generated by AI systems fit within the current IP framework? 

IP law has proven to be extremely robust in the face of past technological advancements, but 
AI‑generated inventions challenge the very structure of patent law. In this sense, it is unlike past 
innovations and will test the fabric of patent law’s foundational concepts. Should inventions 
autonomously generated by AI systems benefit from patent protection? Or should the 
IP system continue to focus on fostering human innovation? Is this a binary choice or are there 
alternative solutions? 

This section will present policymakers with policy options available to respond to AI‑generated 
inventions. 

The existing IP system provides a finely tuned framework that balances different interests, 
including the rights of innovators and the benefits to society. To avoid unexpected 
consequences or ripple effects, policy choices will need to be considered carefully both within 
their socioeconomic context and against the backdrop of the existing IP framework. 

Starting point for a policy discussion

As outlined in Part 3, building a solid understanding of the inventorship requirements within 
a given jurisdiction while closely watching AI’s developing technical capabilities will allow 
policymakers to decide if and when there is a need to consider how the law should address the 
scenario of AI‑generated inventions. 

The starting point for a policy discussion is arguably the status quo. This involves examining 
whether the existing patent laws of a given jurisdiction allow AI to be named as an inventor. 

Consensus around AI inventorship may, at least for now, be emerging in some countries. 
Judicial bodies in multiple countries – including the United Kingdom, the European Patent 
Office, the United States and Australia – have responded to the DABUS cases (see DABUS box). 
The starting point for a policy discussion is to determine the status quo, including:

	– an understanding of whether a jurisdiction’s existing patent laws allow an AI system to be 
named as an inventor or whether a human inventor is required; and 

	– an assessment of whether the status quo encourages the desired policy incentives; to 
this end, a set of guiding principles may be drawn by considering the economic benefits a 
jurisdiction wants to generate and the social benefits that patent systems can offer  
(see AI and IP: an economic perspective).

Equipped with an in-depth understanding of their local IP ecosystem, policymakers will be best 
placed to develop the most advantageous solution for their jurisdiction’s individual situation.

4 / Getting ready 
for a world of 
AI‑generated inventions
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24� DABUS

What is DABUS?

DABUS, short for Device for Autonomous Bootstrapping of Unified Sentience, is an AI system 
developed by Dr. Stephen Thaler. It is a GAN that operates as a system of two neural networks. 
The first network trains on data and generates novel output by altering connection weights. 
The second network evaluates and controls this output, apparently producing innovative ideas.

The DABUS patent

DABUS allegedly autonomously invented a flashing light beacon for emergencies and a 
fractal food container. These inventions were the subject of a Patent Cooperation Treaty (PCT) 
application filed in 2019 by Dr. Thaler, with DABUS designated as the inventor.44 The inventions 
claimed in this patent application were alleged to be the first examples of AI‑generated 
inventions. 

Various IP offices received one or more of these DABUS applications via the national phase or by 
direct filing. Many IP offices rejected the applications on the basis that the naming of a human 
inventor was required.45 In many cases, the applicants appealed these decisions.

Summary of case law46

Many jurisdictions have rejected the DABUS patent applications, for example:

	– United States courts have been resolute in their stance against AI inventorship, citing 
statutory definitions and consistent references to inventors as natural persons. 

	– The United Kingdom is awaiting a judgment from the Supreme Court after the Court of 
Appeal rejected the DABUS application, underscoring the requirement for the inventor to be 
a natural person.

	– In Canada, the possibility of AI inventorship remains open, provided a human applicant 
represents the AI.

	– Australia briefly allowed AI systems as inventors but later aligned with the global consensus 
favoring human inventors.

	– The European Patent Office, the Intellectual Property Office of New Zealand and the German 
Federal Patent Court have rejected DABUS’s inventorship. 

However, the German Court also suggested that there may be scope for AI to be listed as 
an additional inventor if a human inventor is identified (see Possible options to respond to 
AIgenerated inventions). This potential compromise involves retaining the human inventor 
requirement while ackno wledging AI’s inventive contributions.

DABUS and the AI inventorship debate

These cases highlight the complex issues surrounding AI inventors, as AI‑generated inventions 
challenge conventional notions of inventorship and patent application requirements.

The economic and social purpose of patents

As discussed above, the fundamental purpose of patents is to incentivize innovation and 
drive economic growth. Patents provide time-limited47 rights to exclude others from using an 
invention. Patent theory suggests that this benefits inventors by allowing them to recoup the 
investment of time and capital spent developing the invention. In turn, society benefits from the 
promotion of inventive activity, economic growth and industrial development.
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� 25As part of a holistic approach to AI regulation, 
policymakers may want to consider the 
economic incentives they would like to set in 
the field of AI innovation. IP laws can then be 
fine-tuned to achieve these outcomes.

The social benefits of patents extend beyond their pure economic purpose. Without patent 
protection, inventors may opt to keep the details of their advances a secret, effectively locking 
away vital knowledge. Depending on the complexity of the invention and the difficulty of 
reverse-engineering, it could mean some groundbreaking ideas would never get shared and 
society would be left worse off overall. 

Publicly disclosing an invention in a patent application helps to create transparency and 
safeguards the public by exposing the manufacturing processes and the invention itself. Listing 
patent holders in the register encourages accountability and can make it easier for regulatory 
bodies to trace those responsible for compliance and enforcement of standards.

Although patent exclusivities may temporarily limit the availability of innovations, the social 
intention behind the patent system is that humanity should, in the long term, benefit universally 
from the advances made. As such, patent laws aim to strike an ethical balance between the 
private interest of the inventor and the public interest of society at large. 

Patent exclusivities are also far from absolute. Certain types of innovations can be excluded 
from patentability altogether,48 while some acts – such as non-commercial research and 
clinical trials – can be deemed non-infringing. Post-grant challenges to the validity of patents 
add another opportunity to fine-tune the impact of the law. Different jurisdictions vary in 
the approach taken to achieve the best equilibrium for their legal systems and economic 
circumstances, and there have been long-standing discussions between stakeholders around 
the optimal balance.

These considerations highlight the necessity for policymakers to thoughtfully weigh up any 
prospective amendments to existing patent laws in response to AI‑generated inventions. 

To develop a balanced framework that continues to promote the economic and social benefits 
that justify patent laws, factors like the nature of AI‑generated invention, any ongoing need 
for incentives and the desirability of the continued disclosure of inventions will all need to be 
considered in the context of the entire IP system and its socioeconomic environment.

 Possible options to respond to AI‑generated inventions

In light of the questions raised by the DABUS cases, policymakers would be well advised to 
assess their patent laws to determine whether any adjustments are required in response to 
the potential emergence of AI‑generated inventions, bearing in mind the economic and social 
purposes of patents. Relevant considerations include the following:

	– Can the existing IP system provide the desired economic incentives and social benefits in the 
context of AI‑generated inventions?

	– Would continuing the status quo disincentivize investment in AI?
	– Would recognition of AI inventors undermine the traditional incentives that the patent 

system provides to human inventors?
	– Would allowing AI systems to be named as inventors stretch the fundamental concepts of 

patent law so far as to make it structurally unworkable? 
	– Should inventions generated autonomously by AI systems benefit from patent protection?
	– Should the patent system continue to focus on fostering human innovation only? 
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26� To complicate matters, this is not an exhaustive list of possible options that are being discussed; 
there may be alternative solutions. The evolution of discussions about the patentability 
of AI‑generated inventions has tended to present the options as a binary choice between 
recognizing AI systems as inventors or not. However, the issues are in fact far more nuanced 
and complex. 

Policymakers should think beyond the binary 
question of whether an AI system can or 
should be named as the inventor on a patent 
application  or not.

Considering a broader range of options is more likely to help jurisdictions to achieve intended 
policy objectives. 

Various options are available to address the question of IP protection for AI‑generated 
inventions, and the most appropriate policy setting in a jurisdiction might consider the 
degree of contribution that an AI system has made to an inventive process, as well as broader 
innovation policies. Against the backdrop of these wider considerations, the following options 
will be addressed:

	– Preserve the status quo and continue to recognize human inventors only.
	– Revise patent laws to allow an AI system to be named as an inventor or co-inventor.
	– Revise patent laws to require a legal person to be named as a proxy for the AI (co-)inventor, 

while recording the inventive contribution of an AI system.
	– Establish a sui generis IP law for AI‑generated inventions.

 Recognize human inventors only

To date, court decisions from around the world appear to agree that the term “inventor” means 
a human inventor under existing laws (see DABUS box). Consequently, AI‑generated inventions 
are currently excluded from patentability in many jurisdictions. However, this conclusion is 
based on statutory interpretations of patent laws and provisions that were put in place well 
before the advent of AI and at a time when the idea of a non-human inventor lay in the realm of 
science fiction (see Why does patent law focus on the human inventor?). 

This raises a question as to whether it would be beneficial to maintain this status quo or amend 
patent laws to reflect the changing environment in which inventiveness is now occurring. 

Advocates in favor of strictly limiting the patent “inventor” role to humans put forward a 
variety of reasons to support the notion that AI‑generated inventions should be barred 
from patentability. Some of these are based on the justifications for patent law, and others 
are founded on more pragmatic concerns about the structure and functionality of the 
patent system.

Limiting patents to human inventors aligns with justifications for patent laws

Arguably, patent law was developed to incentivize and reward human innovation only. 
Therefore, if AI systems invent autonomously and without human involvement, there is no 
nexus between human ingenuity and the invention to justify the grant of a patent monopoly. In 
this view, only human inventiveness unaided by AI systems would be justified. 

A related argument is based on the notion that AI systems do not need to be rewarded for 
their efforts. This perspective suggests that AI systems are not driven by human motivations, 
so they will not suffer any injustice or be disincentivized by the inability to commercialize their 
inventions. Nor will they suffer harm if others copy their inventions, as AI systems are non-
sentient and therefore lack any moral imperative to be attributed as the inventor. 
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� 27Further concerns have been raised that the ability of AI systems to combine huge amounts 
of seemingly disparate information may render many human-made innovations “obvious” or 
lacking an “inventive step,” and therefore unpatentable. This could crowd out most human 
inventions from patentability and, in turn, challenge the fundamental justifications on which 
patent law has been built over the centuries. It could even have broader implications if the gap 
in opportunities were to widen between those people and jurisdictions with access to the latest 
AI technologies and those without. Viewed from this perspective, excluding from patentability 
inventions devised by AI systems might help to preserve opportunities for human inventors, 
and prevent inequalities in access to technologies from becoming further entrenched. 

Along the same lines, the ability of AI systems to systematically identify knowledge gaps and 
invent accordingly could narrow the scope for invention by others. While it might lead to a burst 
of creative activity and a surge of useful inventions for humans to benefit from, allowing these 
inventions to be patented would turn them into private property. In a worst-case scenario, 
this could become so extensive that it might create a dense web of patents that leave little 
scope for others to develop related products or technologies during the term of the patents. 
This thicket-like effect could undermine the justifiability of the patent system more generally.

The arguments of those who favor maintaining the status quo based on the purpose of the 
patent system can therefore be summarized as follows: as AI systems do not need incentives 
to invent, and as they are oblivious to the economic or moral rewards of inventorship, 
AI‑generated inventions should become a public good free to be used by all. 

Pragmatic reasons to limit patents to human inventors

Others favor maintaining the status quo due to pragmatic concerns about the structure and 
operation of the existing patent system. Proponents of a conservative approach based on these 
grounds point to a range of practical problems that the patent system may face if AI‑generated 
inventions were to become patentable. 

Arguments from this perspective have raised concerns about the continued workability of 
the underlying concepts on which patentability rests if AI‑generated inventions were to be 
patentable. For instance, patent law’s fundamental concepts of “inventive step” or “non-
obviousness,” and “person skilled in the art” may be difficult to apply in an environment of 
AI‑generated inventions in which everything is obvious to an AI system, and in which the 
notional “skilled person” is an AI system that has been trained on or can access all published 
knowledge to date. 

Questions have also been raised about who would own a patent if an AI system were to be 
recognized as an “inventor” for patent purposes, but that system did not have legal personhood 
and could therefore not own property. Who would be responsible for the patent application? 
And who could enforce the patent?

Separate concerns have been raised about the capacity of patent authorities to cope with 
potentially vast quantities of patent applications for AI‑generated inventions. On this view, 
the ability of AI systems to generate an immense number of innovations (and perhaps also 
draft and submit their own patent applications) could potentially overwhelm the capacity 
of patent registration offices to process the applications. The patent system could arguably 
become unsustainable if it became so choked that patent offices and courts lacked the capacity 
to examine and assess the volume of applications.49 

Weighing up options

If the status quo were to be maintained, the same invention would either benefit from patent 
protection if made by a human inventor or become part of the public domain if generated – 
in whole or in part – by an AI system. 

Proponents of these arguments suggest that leaving AI‑generated inventions unpatentable 
could promote accelerated innovation, as inventors will be permitted to improve upon and use 
AI‑generated inventions freely. In turn, this may foster an environment of open innovation that could 
lead to the development of cheaper products being made available more rapidly for the benefit of all.
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28� However, it is also possible that this approach could give rise to a perverse outcome unless other 
amendments were put in place as safeguards. Given the potentially significant economic value 
of a patent, it has been suggested that maintaining the status quo encourages false declarations 
about the origin of an invention. In many jurisdictions, incorrectly identifying the inventor is 
a ground for rejecting an application or revoking a granted patent, and it is foreseeable that 
patents could be challenged on the basis that an invention had been falsely declared to be the 
product of human inventiveness when it had in fact been devised by an AI system. As it would 
be difficult for adjudicators to ascertain who or what developed the invention and, therefore, 
to enforce the requirement for human inventorship, this could lead to practical enforcement 
problems unless patent laws were amended to include a requirement to disclose how an 
invention was made. 

Revise patent laws to allow an AI system to be named as a sole or co-inventor

An obvious alternative to the status quo would be to remove any requirement stating that a 
pre-condition for patentability is that an inventor is human. This could be done, for example, 
by amending existing patent laws to expressly define the term “inventor” to include both human 
and non-human inventors. Unless any provisions to the contrary were also adopted, human-
generated and AI‑generated inventions would then be treated identically and become eligible 
for equivalent patent protection.50

Following traditional justifications for patent laws, those advocating for patent protection for 
AI‑generated inventions suggest that this would encourage further investment in AI‑related 
R&D. Incentivizing investors and the developers of AI systems could lead to an increase in 
AI‑generated technological innovations. At a macroeconomic level, these effects could also 
help to stimulate economic growth and produce the same sorts of social benefits generated by 
patents protecting human-generated inventions.

Proponents of this approach also argue that the disclosure function of patents would encourage 
the sharing of technical specifications for AI‑generated inventions, thereby promoting the 
dissemination of knowledge that might otherwise remain secret. In turn, this could lead to 
greater transparency and accountability in the use of AI technologies. However, it has been 
argued that the opaque way in which some AI systems operate is not understood by human 
operators, and therefore could not necessarily be explained in a patent application. This might 
mean that even if an AI system could be named as an inventor, other criteria for patentability 
could not be met. 

The view that an AI system should be able to be named as a sole or co-inventor is supported by 
the argument that innovation policy should focus on the importance of the patented invention 
rather than whether it has been invented by a human or an AI system. If patents are intended 
to incentivize innovation, does it matter who has been incentivized or what type of entity has 
created the invention? While inventors are currently named in patent applications, the economic 
benefits of patented inventions are not linked to their inventors in perpetuity. Inventors do not 
always end up as the owners of their inventions, for example, if they are employed to invent. 

However, while patent law’s separation of the roles of the inventor and owner may provide an 
argument in favor of recognizing an AI system as an inventor, it also provides an argument 
against it. That is, if AI‑generated inventions were to be patentable, who would be the owner of 
the patent? 

Patent ownership currently flows from the inventor(s). In jurisdictions in which AI systems do 
not have the rights of people or corporations, they could not own a patent. A comprehensive 
legal framework would need to be developed to determine when ownership rights would 
be assigned to human or corporate persons associated with the AI system that solely or 
collaboratively generated an invention. 

One approach would acknowledge the various contributors to the inventive process. 
Co‑inventorship is a well-established concept in patent law and may provide a way to balance 
and award patent rights to stakeholders while reflecting the multi-contributory nature 
inherent in much AI technology. Options might include affording sole or co-ownership to the 
person(s) (human or corporate) who trained and developed the AI system, or that owned or 
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� 29operated the AI system when it generated the invention. Alternatively, legal person(s) whose 
intellectual, technical or financial support was integral to the creation of the invention could be 
rewarded with either sole or co-ownership. This could include data providers. These approaches 
acknowledge the multiple contributors to the development and operation of an AI system and 
would allow ownership shares to be allocated in various ways depending on the underlying 
factual scenario. Even if human contributors have not made a substantive contribution to 
the actual invention, it allows a range of human parties to share the ownership of the patent. 
This type of approach would also enable the legal system to ensure the owner(s) would not only 
acquire rights to the patented invention but would also assume obligations and legal liability for 
its use. However, if ownership becomes too fragmented, it may lead to difficulties in effectively 
determining, managing and enforcing the rights and obligations associated with the patent.

This approach would necessitate a substantial revision of legal principles and major legislative 
changes. This could introduce new legal uncertainties and there could also be other 
repercussions. The arguments outlined earlier as reasons to recognize only human inventors 
also point to potential problems that could arise from allowing the patenting of AI‑generated 
inventions (see Recognize human inventors only). 

Revise patent laws to require a person to be named, while recording the inventive 
contribution of an AI system

It was suggested above that more nuanced options exist beyond the blunt positions of 
either prohibiting the patenting of AI‑generated inventions or permitting them outright. 
One alternative could be to adapt the existing patent system to accommodate AI‑generated 
inventions by changing the requirement that a human inventor be named to a requirement that 
a human also be named, or that a legal person be named as the sponsor for all patents claiming 
AI‑generated inventions. 

The existing requirement that the human who devised the invention be named on the patent 
application allows the identification of the human(s) responsible for bringing the invention into 
existence and ensures that the human(s) contributing to the technological advancement can 
be rewarded (see Why does patent law focus on the human inventor?). While the default position 
is that the inventor is the person who is entitled to apply for a patent, patent law already 
recognizes several exceptions to this. Examples include an employee who is hired to invent or 
an inventor who sells their invention to new owners. In both cases, the non-inventive owner is 
entitled to file the patent application and obtain ownership of the patent. By analogy, naming 
a person in conjunction with an indication that the invention was AI generated may provide 
solutions to the ownership question.51 

In the interests of clarity, the nominal person could be distinguished from the inventor by being 
defined as a “sponsor.” The sponsor might, for example, be a human who trained, developed, 
owned or operated the AI system. If a jurisdiction wished to extend the scope of this role, 
a corporation that caused these actions to occur could also be identified as the sponsor.

Naming a sponsor with a legal personality would also solve the issue of accountability for a 
patent (application). An AI system that lacks this status cannot sue or be sued. By requiring a 
human or corporation to be named as the sponsor, the legal system would have a legal entity 
to hold accountable for the invention. The sponsor could also maintain the responsibility to 
provide sufficient and complete disclosure of the invention and to answer any queries during 
the patent examination process. 

Such an approach would minimize the risk that a fabricated human inventor might be named 
to conceal the AI‑generated nature of an invention (see Recognize human inventors only). 
This approach would also permit the classic inventor-to-owner chain of proprietorship to be 
maintained while being transparent and honest about the role of AI in the inventive process.

However, revising patent laws to require a legal person to be named while recording the 
inventive contribution of an AI system is not without risks. The potential problems mentioned 
earlier concerning other approaches to allowing the patenting of AI‑generated inventions could 
also arise in this context (see Recognize human inventors only). 
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30� Establish a sui generis law for AI‑generated inventions

Given the potential difficulties of excluding AI‑generated inventions from patent protection 
completely or, alternatively, somehow trying to fit such inventions into the patent system, 
some commentators have instead raised the option of creating a new sui generis IP right for 
AI‑generated inventions.

Due to its independence from the patent system, this could be a viable option for those 
who believe that patent protection is not appropriate for AI‑generated inventions, but who 
nonetheless foresee economic and social benefits arising from the provision of some form of 
IP protection.

An advantage of developing a new sui generis “AI‑IP” law would be that it could be tailored 
specifically to reflect the inventive processes used by AI systems. The rules for inventorship, 
ownership and other challenges to patent law could be adapted or reimagined to suit 
AI‑generated inventions. These include the standards of inventive step and non-obviousness 
(e.g., would they be judged by standards of human inventiveness or AI inventiveness?), 
disclosure (e.g., how would data sets and the operations of algorithms need to be disclosed?) 
and examination (e.g., would AI examiners be needed to assess the technical contributions of 
generative AI systems?). 

A bespoke sui generis approach would not be constrained by established concepts; it could 
incorporate features from other areas of IP law. For instance, if the inventive step standard 
of patent law was determined to be unsuitable in the context of AI‑generated inventions, 
it could be replaced with an “originality” standard emulating “authorship” in copyright law or 
different definitions or thresholds of patent-inspired “inventiveness” could be adopted. It could 
incorporate disclosure requirements for algorithms, training data and the methodologies 
used to power generative AI systems, as well as the flexibility to adapt to an ever-evolving 
technological landscape. It could provide for more nimble examination processes than existing 
patent systems, as well as shorter terms of protection, and different rights and enforcement 
mechanisms. In short, a new approach such as this would allow policymakers to design an IP law 
that is aligned with the incentives they are seeking to put in place.

New ethical principles could also be built into a sui generis IP law. These could address issues 
such as biases, accountability, misuse, fairness and equity, which are common in discussions 
of AI systems and IP laws alike. To promote the ethical and responsible use of AI systems, the 
social impact of inventions might also be another consideration (e.g., akin to non-patentable 
subject matter in patent law).

However, the option to design a sui generis IP right for AI‑generated inventions is certainly not 
without its critics. Some would be opposed to extending IP protection to AI‑generated outputs 
altogether. Others would fear that awarding IP protection to AI‑generated innovations could 
lead to a handful of powerful entities monopolizing access to AI‑generated technologies and 
their innovative output. 

It would be important to design and coordinate provisions to prevent overlap or conflict 
between a sui generis AI‑IP law and existing patent law. This might involve incentives such as 
faster and cheaper protection than traditionally afforded by the patent system, as is common 
with utility model patents compared to standard patents. Or provisions designed to ensure that 
parties do not “game the system,” such as those designed to exclude registrable designs from 
copyright protection in some jurisdictions. For example, if the sui generis law were to provide 
a shorter term of protection for AI‑generated inventions than patents for human-generated 
innovations, requiring patent applications to provide full disclosure as to how innovations were 
devised might help to overcome the risk of applicants using the wrong type of IP law to protect 
their AI‑generated invention. Plant variety protection and laws protecting integrated circuit 
layouts are examples of two existing sui generis areas of IP law that could be used as exemplars 
of how to navigate some of these challenges.

Devising a sui generis law would be a significant undertaking but it is an option for lawmakers 
to consider. To prevent undesirable outcomes when seeking to protect AI‑generated inventions, 
it would be essential for policymakers to consider the diverse views of all stakeholders when 
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� 31drafting a sui generis law to provide IP protection for AI‑generated inventions. Whether or not 
such a law would also extend protection to AI‑assisted inventions would be a decision that 
lawmakers in a particular jurisdiction could make after weighing all the options.

Possible ripple effects 

Policymakers face a multitude of challenges and opportunities when considering how to deal 
with AI‑generated inventions. Each option carries advantages and drawbacks, and any action 
taken – or not taken – could result in unintended negative consequences. The IP system is a 
finely balanced framework of laws that seek to strike a balance between different interests, 
economic incentives and social impact. Patent laws are a central pillar within that framework, 
and policymakers should carefully consider the various options before deciding if, and how, 
to extend IP protection to AI‑generated and AI‑assisted inventions within their jurisdictions.

Various risks of unwanted implications have been raised in the discussion of options above. 
Some relate to ethics, the overriding social and economic purpose of patent incentives and 
how to reflect this in the age of AI‑generated inventions. Other risks arise more specifically 
because of the nature of AI‑generated inventions and the unique challenges they present 
to existing patent laws. These include the impact of AI on human inventions, how best to 
distinguish between AI‑generated and human-generated inventions and the compatibility of 
AI inventiveness with existing patent jurisprudence. Some commentators have raised concerns 
that applications for patents for AI‑generated inventions could also overwhelm the system.

Possible actions for policymakers to prepare for AI‑generated 
inventions

Even if AI has not yet achieved the ability to invent autonomously, the complexities set out 
above suggest it would be prudent for policymakers to start considering the options for 
the future now. Existing IP laws define the current status quo. However, trying to shoehorn 
AI‑generated inventions into prevailing legal definitions seems unlikely to provide lawmakers 
with the best approach for designing the innovation ecosystem to achieve their policy goals for 
the future.

While it is essential to proceed with caution 
throughout this process, the rapid pace at 
which AI technologies are evolving suggests it 
will be vital to carry out the task both promptly 
and swiftly.

It may instead be helpful to consider a spectrum or mixture of options. While some concerns 
could potentially be mitigated by the careful use of existing policy levers (e.g., by amending 
existing definitions in patent law), others might be overcome by developing a bespoke sui 
generis IP law. Policymakers’ paths through the different options will be assisted by going back 
to basics and recalling the underlying economic and social goals of the patent system. Patent 
laws are designed to incentivize and reward inventiveness in a manner that balances both the 
economic interests of the inventor and the public good of society. In weighing up options for 
protecting AI‑generated inventions, the justifications for IP laws generally, and policy goals 
in relation to AI, should ideally be considered in the context of the entire IP system and its 
socioeconomic environment in a jurisdiction. Policymakers may also want to be mindful of the 
possible repercussions that could arise in their respective jurisdictional contexts. Being aware of 
these potential “ripple effects” is essential to avoid unintended consequences. 
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32� A solid starting point would be to hold an inquiry aiming to build a detailed understanding of 
the needs and desired outcomes of various stakeholders in the jurisdiction. Consideration of any 
amendments to existing IP law to accommodate AI‑generated inventions may be best served by 
engaging in an integrated, multi-stakeholder approach. Bringing together private enterprises, 
AI innovators, existing IP owners, consumer advocates, IP professionals and academics will 
allow policymakers to identify and balance their diverse interests. Comprehensive public 
consultations with experts from a range of areas, who are invited to comment on legal, ethical, 
pragmatic and regulatory issues, may be an effective way to commence this review to establish 
policy goals. Options will then need to be analyzed carefully, and recommendations made to 
start shaping legal solutions that are consistent with the fundamental purpose of the patent 
system, and that work in harmony with other areas of IP law. 
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CropLife Latin America:
An example of new AI models or algorithms, and data

CropLife Latin America’s members are an example of companies developing AI models. Data 
sets are at the center of their business models.

CropLife Latin America is the regional association of CropLife International, a non-profit 
industry trade association that promotes sustainable agriculture to protect biodiversity and 
safeguard food supply. The association represents, for example, Bayer CropScience, Sumitomo 
Chemical, FMC, Syngenta, BASF and Corteva Agriscience. 

CropLife aims to assist farmers in producing more in less arable land. Technological advances 
have always been part of agricultural progress, for example, by mechanization or irrigation 
technologies. Agriculture 4.0 (also known as smart agriculture, precision agriculture or digital 
agriculture) represents the next wave of technological advancements. Powered by AI algorithms 
and real-world data, Agriculture 4.0 enables comprehensive land analysis, helping farmers 
select suitable crops, improve water efficiency, and optimize fertilizer and pesticide use.

Operating in the AI field raises the following IP issues for CropLife:

	– How to protect AI models developed to recommend, for example, suitable crops or 
pesticides, or to optimize irrigation. Options include copyright or software patents but there 
is some uncertainty about patenting AI models.

	– How to manage data access and protection. Data are often in the hands of individual 
farmers, and satellite or drone imagery may be protected by copyright. This raises questions 
on two fronts: first, how to obtain licenses to data, and second, how to protect the rights in 
data sets that are being generated when the data are collated into wider training data sets 
so they can be licensed. 

At the core of Agriculture 4.0 are AI models and data. IP protection is key to allowing fair access 
to data, as well as licensing of the AI algorithms and trained models, and safeguarding from 
unauthorized copying.

The member companies of CropLife Latin America use bundles of different IP rights to protect 
their investments in innovation and scientific development, including patents, trade secrets, 
plant variety protection, copyright, trademarks and database rights. 

The IP portfolios are also structured internationally to protect future markets and monitor 
potential infringements. 

Hello Tractor,  Kenya:
An example of new AI models or algorithms, and data

Hello Tractor is an example of a company developing AI models. Data sets are at the center of 
their business model.

Hello Tractor is an agrotechnology company dedicated to improving food and income security in 
sub-Saharan Africa. 

Annex
Case studies
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34� The company has developed an AI‑based predictive AI model aimed at enhancing tractor 
utilization. Resource-poor farmers often face constraints that result in under-cultivation, late 
planting, late harvesting and lost income. Hello Tractor facilitates accessible and cost-effective 
tractor services for these farmers. For tractor owners, Hello Tractor’s virtual tractor monitoring 
platform provides remote tracking and provision of spare parts for repairs, preventing fraud 
and machine misuse. Efficient tractor monitoring places Hello Tractor at the nexus between 
tractor owner profitability and farmer productivity. 

Hello Tractor’s services rely on historic GPS records, up-to-date satellite imagery and third-party 
data that together make up proprietary training data sets for the company’s AI models. 

Operating in the AI field raises the following IP challenges for Hello Tractor:

	– How to use IP to protect AI models for virtual tractor monitoring. 
	– Drafting patent applications for Hello Tractor’s inventions requires attention to the technical 

aspects of the invention. Demonstrating how the model interacts with a technical system 
or solves a technical problem is critical to meeting the criteria for patent protection across 
different jurisdictions. The patentability of these AI models may vary depending on the 
jurisdiction in which Hello Tractor is pursuing protection.

	– Given the reliance on data from several sources, it is critical for Hello Tractor’s business to 
ensure authorized access to input (training) data and to establish clear ownership rights for 
any output data generated by the AI model. This affects data sharing and data monetization 
and carries a risk of potential disputes over ownership rights.

To address these challenges Hello Tractor relies on a combination of IP rights, including 
copyright and software patents, and contractual agreements. 

Additionally, awareness of the importance of the IP system in sub-Saharan Africa remains 
limited among African firms. Hello Tractor is committed to raising awareness and providing 
training on incorporating IP strategies into business practices. The company encourages 
knowledge sharing and effective use of IP to accelerate the commercial exploitation of 
inventions in the African region. 

Digi Smart Solutions, Tunisia:
An example of new AI models or algorithms and AI‑based inventions

Digi Smart Solutions is an example of a company developing AI models and incorporating them 
into AI‑based tools and services.

Digi Smart Solutions is a Tunisia-based company offering a variety of end-to-end Internet of 
Things (IoT) applications that improve efficiency and sustainability. The IoT applications address 
challenges such as food security and production, the reduction of food waste in fisheries, 
energy efficiency and water conservation. 

By way of example, the company produces IoT-based tools and services for water quality 
management, utilizing AI. The system collects data from IoT sensors and feeds the data to an 
AI algorithm connected to a mobile or web-based dashboard. This dashboard enables real-time 
monitoring of water quality, supporting intelligent decision-making, for example for fish farm 
water management. 

Digi Smart Solutions needs to navigate several IP issues including the following:

	– How to ensure that its AI models and AI‑based tools and services do not infringe third-party IP rights.
	– How to best describe the AI model and training data in a patent application. This includes 

distinguishing different data types, the data processing method, and its significance to the 
claimed invention.

	– How much data to disclose in the patent application to comply with the sufficiency of 
disclosure requirement and in turn also allow licensing and commercialization of the 
claimed invention.
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� 35Digi Smart Solutions has chosen to patent its technology, as this provides for an accurate 
disclosure and description of the underlying invention. In turn, the patents enable the company 
to exploit the technology and allow wider use of it, for example by licensing arrangements and 
forming partnerships. The company sees patents as a basis for securing finance.

In addition, Digi Smart Solutions relies on contractual frameworks to safeguard its AI models 
and AI‑based tools and services. Contractual terms provide clarity on ownership, control and 
IP-based financing and assist in navigating the current legal uncertainties in the AI space.

SigTuple, India:
An example of an AI‑based invention

SigTuple, an India-based company, operates at the intersection of AI and healthcare. 

SigTuple is seeking to transform medical laboratory microscopy. The company’s smart screening 
solutions aim to enhance the efficiency and speed of medical diagnoses by automating 
microscopy using robotics and interpreting visual medical data using AI. 

This is particularly relevant in regions where patients are located at a significant distance from 
a hospital, for diseases where specialist pathology consultation is necessary or where it is 
beneficial to enable remote collaboration between medical teams. 

SigTuple was founded in 2015. In 2018 it released its first prototype AI100, an in vitro AI and 
robotics-based diagnostic device designed to automate manual microscopy in a diagnostic 
laboratory. Its first Indian patent was granted in January 2019 after which series C funding was 
successfully raised in February 2019. 

By 2023 the company held 23 patents in India and the United States. SigTuple recognizes the 
immense importance of IP as a tool for ensuring steady business growth and is committed to 
fostering an IP-centric culture within the organization.

SigTuple has encountered various IP challenges along its path to business success, including 
the following:

	– To be patentable, an invention needs to be new, non-obvious and have a technical effect. For 
AI‑based inventions, it is often unclear whether the use of AI changes the legal standard for 
these criteria, especially considering that the approaches of different jurisdictions can differ 
significantly. 

	– When seeking patent protection for AI‑based inventions, how much of the AI model and 
training data needs to be disclosed? 

	– AI models require access to medical data to be trained, raising significant questions of data 
ownership and control, and the intersection of privacy and data rights. 

While SigTuple is very alert to the importance of IP as a tool to facilitate its global expansion, it 
is often unclear how to identify the most promising markets and shape an IP strategy that will 
reflect this. 
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36� Sign-Speak, United States of America:
An example of an AI‑based invention 

Sign-Speak, a startup based in the United States, uses AI models to simultaneously translate 
American Sign Language (ASL) into speech and vice versa. The company’s assistive technology 
solutions and APIs (application programming interfaces) allow easy communication with the 
deaf and hard-of-hearing population, aiming to give a voice to all those who cannot speak. 

Sign-Speak faces the following IP issues:

	– How to ensure authorized access to the data used to train AI models.
	– How to protect proprietary data sets that are generated by the data from individuals using 

the Sign-Speak technology so that they can be licensed to third parties.
	– Whether to rely on copyright to protect its AI models or try to obtain patent protection 

for the inventive aspects of AI, considering that the approach to this can vary widely 
across jurisdictions.

	– For AI‑based inventions, it is often unclear whether the use of AI changes the legal standard 
for technical effect under the inventive step requirement, and approaches across the world 
can vary. 

	– How much of the AI model and training data needs to be included in a patent application to 
meet the sufficient disclosure requirement.

	– How to define a clear strategy for technology mapping, industrial design protection, 
leveraging cost-effective IP tools and identifying potential collaboration opportunities.

The company has also filed two patent applications, focusing on sign language recognition 
from a 2D camera, bidirectional language models and an avatar production system, but it is still 
working to put in place a concerted IP strategy.

Jendo Innovations, Sri Lanka:
An example of an AI‑based invention

Jendo Innovations is a Sri Lanka-based startup that provides preventive solutions for 
cardiovascular health using AI. 

Jendo’s highly scalable, non-invasive system comprises a sensor clipped to a patient’s finger 
and AI‑based analysis of the sensor data. The sensor measures and collects data across 16 
parameters including temperature, pulse, oxygen saturation and blood circulation patterns in 
the deepest cell layers of blood vessels known as the endothelium. The data are then analyzed 
by Jendo’s proprietary algorithm and ML techniques. Through a cloud-based mobile application, 
the patient is provided with risk-based probabilities for a 10-year period for heart disease, 
diabetes and kidney disease together with lifestyle recommendations. 

Jendo must navigate several IP questions, including the following:

	– How to comply with sufficient disclosure requirements for AI models and associated training 
data. 

	– How to secure authorized access to the data used for training and validating the AI system 
without infringing copyrights, privacy rights or other IP rights.

	– How to determine inventorship and ownership of Jendo’s innovations, which are often based 
on collaborative efforts between employees, contractors and partners.

	– As different countries have different approaches to IP questions, Jendo is also concerned 
about how to best put in place a national and international IP strategy.

The company has filed patent applications in Sri Lanka, the United States and Japan, through 
the PCT, aiming to use patents as a tangible tool in substantiating the economic value of the 
inventions in international markets.
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� 37Meticuly, Thailand:
An example of an AI‑assisted invention

Established in Thailand in 2017, Meticuly is a pioneer in delivering personalized healthcare 
solutions, utilizing an AI‑powered cloud and 3D printing technology.

By evaluating patient-specific computed tomography (CT) scan data and leveraging the 
company’s extensive database, Meticuly’s system offers individually tailored bone implants. 
This ensures the implant matches the patient’s unique anatomy and requirements to an 
exceptional degree.

Meticuly’s IP considerations include the following:

	– When filing patent applications, how to best identify the inventor. Who is the inventor: the 
data provider, the AI model developer, the user or the owner of the AI? 

	– How to best ensure authorized access to the data used to train AI models by making sure to 
secure licenses for personal data.

	– How to best protect and safeguard proprietary data sets generated when individual patient 
data are aggregated into extensive training sets, and how to license such data sets.

	– How to meet the inventive step requirement and sufficiency of disclosure requirements for 
AI‑assisted inventions. 

To date, Meticuly has filed six patent applications via the PCT and holds several trade secrets 
concerning printing control parameters and confidential aspects of the manufacturing process.

Meticuly aims to implement an IP management strategy that safeguards the company’s IP 
assets while monitoring IP rights to avoid infringing on other entities’ rights in the market. 
The company continuously re-evaluates its IP strategy to account for new developments 
and inventions.
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